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Overview
This AI Policy establishes criteria for adoption and use of artificial intelligence (AI) and machine learning (ML) models and making proper 

use of their results. AI and ML tools and services may include but are not limited to Customer Support & Chatbots (such as ChatGPT and 

Sentiment Analysis tools), Predictive Analysis tools (such as Churn Prediction or Demand Forecasting), Personalization tools (such as 

content recommendations and dynamic AI market condition analysis), Data Security tools (such as anomaly detection or fraud detection), 

Automation or Generative AI tools (such as Zapier or Copilot), and Natural Language Processors (NLP) (such as voice assistants or text 

analysis tools that analyze customer feedback).

Applicability
The applicability of this policy falls under purview of the Security Documentation Overview.

Purpose
As AI emerges as a significant new factor, this Policy aims to ensure AI related considerations are incorporated into all relevant group 

processes and capabilities. These guidelines are intended to allow for use of AI in a responsible and ethical manner. The guidelines will 

also ensure we meet our contractual obligations with our customers regarding the use of their data. 

Scope
This policy applies to all employees, contractors, vendors, internal and client-facing systems and services of the Company.

AI Policy

AI Principles
The Company is committed to the following responsible uses of AI:

Human Oversight

The Company believes that human oversight and accountability is essential to the reliable operation of artificial intelligence (AI) and 

machine learning (ML) models and making proper use of their results. Accordingly, ML- or AI-enabled solutions should provide data-based 

recommendations to human decision-makers, which they can then decide how to act upon.
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Where AI is to be used, Company personnel should implement audit and risk assessments to test their ML models as the baseline of their 

oversight methodologies. The Company should also test their models for fairness, performance, and drift before deploying, but also 

continue to monitor those issues to ensure the models are operating as intended.

Privacy & Confidentiality

Where AI is to be used, Company personnel should provide adequate information about how the AI will be used to handle personal data in 

privacy statements made available to clients’ employees, customers, and/or job applicants (as applicable). Any ML models used by 

Company and/or any of its business units should seek to minimize access to identifiable information to ensure that the AI only uses the 

personal data it needs to generate insights to the extent permitted. 

When using AI, Company personnel should similarly define, monitor, and and enforce appropriate handling of sensitive and confidential 

information to prevent unauthorized access, use, or disclosure. 

Company personnel should also maintain a robust security program for their ML models, including designing them in line with appropriate 

security standards and protecting them against misuse or compromise.

Explainability and Transparency

Company personnel should strive to develop ML models that are explainable and direct, with clear purposes. Company personnel should 

provide clients with information about how their ML models operate, their proper use, and their limitations, so that clients can implement 

those models in accordance with their design and purpose, operate them effectively, and use their outputs as intended. Company 

personnel should also provide disclosures to those who interact with and are impacted by the use of an AI tool.

Considerations of Impacts

The Company’s approach to AI should include reflection upon requirements for fair, safe, and responsible use. Users should strive to 

identify new and unexpected sources of harmful outcomes, such as bias and then refresh and enhance the design of their products and 

services to address them. 

AI Concepts in Policies

Suppliers' / Vendors' Use of AI Policy: Vendor Management  Policy  

Company Internal Use of AI Policies: 

Vendor Management  Policy

Using AILMs at LTG  

Process: For New Tool and/or New Usage of Tool  

Security Service Desk  

Monitoring AI Use Policy: 

Vendor Management  Policy  

Process:
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monitoring process

Vendors - Vendor Risk Assessment process

Company Products - Secure Software Develo

pment (SDLC) Policy  and product development 

process

AI Policy Administration Policy: Information Security Statement  

AI Topics Related Policy and Process



Additional Information
Additional information related to Disciplinary Actions, Exceptions and Questions can be found in the Security Documentation Overview  
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AI Bias Built into Secure Software Development (SD

LC) Policy  phases including but not limited to 

Phase 2: Systems and Requirement Analysis & 

Phase 4: Documentation and Testing, ensuring 

products function as designed

Transparency and disclosure inside product 

documentation

AI Training Policy: Information Security Statement

Process: Annual Security Awareness Training

Product Design and Testing of/with AI Policy: Secure Software Development (SDLC) P
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Client Data Privacy Compliance Policy  
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